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EXECUTIVE SUMMARY 

Public transit plays a crucial role in reducing the externalities associated with automobile 

use, such as pollution, congestion, and traffic accidents. Encouraging bus ridership is especially 

important because other modes of public transport have large startup costs and require greater 

population density, making small towns infeasible locations for them.  

In this project, predictive models were developed to serve as the foundation of a decision 

support tool to help local transit authorities make better transit service decisions. 
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CHAPTER 1. INTRODUCTION 

Pullman Transit is the leading rural transit system throughout Washington state and 

within the region, and it provides over 1.4 million rides annually. In addition to serving Pullman 

residents, Pullman Transit also provides contracted service to Washington State University and 

Pullman Public Schools. As the sector leader, Pullman Transit serves as a model transit system 

and provides leadership and information to other rural transit systems throughout the state and 

the region. 

Like most transit agencies, Pullman Transit is faced with challenging questions in its 

effort to meet service demands and community needs in a financially sustainable way. Where 

should bus stops be located? How frequently should each stop be serviced? Which routes should 

be driven to ensure all stops are serviced while minimizing rider travel time? What should the 

rider fare be? The answers to these questions are vital to the smooth and efficient operation of 

any transit network, but transit planners are typically left without the tools they need to make 

these important decisions. 

The objective of this project was to develop a spatial transit demand model that will serve 

as the foundation of a transit planning decision support tool and will empower local transit 

planners with the information they need to make informed transit planning decisions. This model 

and decision support tool will help planners optimize daily operation decisions, identify transit 

service gaps, and efficiently respond to both demand shocks (such as the Covid-19 pandemic) 

and supply shocks (such as a temporary reduction in fleet size). 
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CHAPTER 2. LITERATURE REVIEW 

Predicting transit demand has proved to be challenging, as ridership and service levels 

work in concert (Taylor et al. 2008, Dill et al. 2013, Beberri et al. 2021, Boisjoly 2018, Chen 

2015). The supply of transit influences demand, just as peak commuting times influence greater 

transit availability. Beberri et al (2021) used a Poisson fixed-effects model to estimate the 

elasticity of ridership demand with respect to frequency. Frequency was measured as the number 

of stops on a route, and ridership demand was given by the sum of boardings and alightings (at 

each stop/on each route). Using local stop-level data, they found that increased service frequency 

resulted in increased ridership, but that there were diminishing returns where a route was already 

popular. 

 Several studies have examined which additional variables are most important in 

predicting ridership. Taylor et al. (2008) used two-stage simultaneous equation regression 

models with data from hundreds of urbanized areas throughout the U.S. The researchers 

investigated the effects of transit supply on demand as well as which variables had the most 

influence. They examined geographic, economic, population, and auto system characteristics and 

found that population, household income, percentage of college students, recent immigration 

status, and lack of access to a car were important in explaining levels of ridership. Chakrabarti 

(2015) focused on how transit reliability affects ridership and found that routes with greater 

adherence to an established schedule were associated with greater ridership. This effect was 

more pronounced on routes with larger headways, presumably because of the greater 

consequence to riders of missing a route. 

An advantage of using disaggregated stop-level data is the ability to explore how the built 

environment around a stop influences ridership. Chakour and Eluru (2016) examined the city of 

Montreal to determine how both stop-level infrastructure and the built environment influenced 

bus ridership. They found that transit service characteristics such as frequency and accessibility 

had the greatest impact, while enhancements to the land such as parks had a small but positive 

impact, and inhibitors such as major roads had a negative impact. With respect to spatial 

measurement of built environment variables, Pulugurtha and Agurla (2012) utilized spatial 

modeling methods to capture several attributes surrounding bus stops. They found that a quarter-

mile buffer distance yielded the most meaningful estimates of ridership, and many subsequent 
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studies have used the same heuristic when gathering spatial data (Dill et al. 2013, Chakrabarti 

2015, Li 2020). 

With the advent of automated passenger count systems and the Global Positioning 

System (GPS) there is much greater data availability at the stop and route levels. These systems 

are primarily used by transit authorities to evaluate changes in performance, but researchers can 

also use these technologies to estimate demand at a much lower level of aggregation than 

previously available. Some of the earlier literature aggregated data over the course of a day or 

entire route. At lower levels of aggregation, researchers have found smaller elasticities with 

respect to transit service characteristics such as frequency and headway. Frei and Mahmassani 

(2013), for example, estimated ridership by using stop-level transit data from the Chicago, 

Illinois, transit system. They found much lower transit service elasticities with respect to 

ridership when their results were compared to those from similar studies with larger levels of 

aggregation. 
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CHAPTER 3. DATA AND METHODS 

Pullman Transit (PT) operates in the city of Pullman, Washington, and includes 223 stops 

along 41 routes. These stops and routes have mixed purposes, transporting elementary school 

students, college students, and the broader community. Pullman Transit provided the latitude, 

longitude, names, and service details (boardings and alightings) for each bus, stop, and route 

within the transit network for 2019 through 2021. Boardings and alightings were summed at each 

stop by the hour. Figure 3-1 shows the spatial distribution of locations where riders typically 

boarded the bus. 

 

 

Figure 3-1 Total Boardings, 2019-2021 

 
Figure 3-2 illustrates how ridership varied by the hour and confirms that ridership had 

two distinct peaks, in the morning and afternoon. Both morning and afternoon peaks were a 

function of riders traveling to and from campus or a place of work. 
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Figure 3-2 Total Hourly Boardings, 2019-2021  

 
Figure 3-3 shows how ridership changed throughout the entire sample. First, the Covid-

19 pandemic had an immense, negative effect on ridership; the dashed line illustrates when WSU 

transitioned to online classes in response to pandemic shut-downs. Therefore, this analysis 

focuses solely on 2019 ridership because it more closely resembled normal ridership levels. 

Before this negative shock, ridership appeared to follow the flow of students throughout WSU’s 

15-week semester system. Semesters began in January, June, and August, with most students 

enrolling in the August semester. Ridership decayed after its peak in August from student 

attrition, and large negative troughs coincided with school holidays. Peaks throughout the 

semesters coincided with examinations and the beginning of new semesters in the fall, spring, 

and summer. 



 

7 

 

Figure 3-3 Total Monthly Boardings, 2019-2021  
 

Characteristics of the bus network are important because the transit authority can change 

them, and they also have the greatest direct influence on ridership (Berrebi et al. 2021). 

Frequency was a variable that captured the number of times a bus serviced a stop, aggregated by 

the hour. Each stop also had a travel time and distance for a bus or car to reach locations of 

interest. To identify locations of interest, counts of alightings were aggregated by stop. After the 

most popular stops for alightings had been identified, the Google Maps API was used to 

calculate the time and distance necessary to reach each location of interest. Distance and time are 

two of the most important factors when travelers choose a mode of transport, and these controls 

were designed to capture this effect. To better understand how they worked, Table 3-1 provides 

an example. 
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Table 3-1 Travel Time Variables 

Prefixes Description 
busTime/driveTime Travel time in seconds for bus or car 
busDist/driveDist Distance in meters for bus or car to travel 
Morn/Aft Morning or afternoon 
Origin/Dest Whether time/distance is to or from a location 
busTimeAftOriginChinook Afternoon bus travel time from Chinook to given bus stop 
Locations Description 
Beasly Beasly Coliseum 
Sloan University building 
GrandMain Intersection of streets Grand and Main 
Spark University building 
Dissmores Grocery store 
TerreViewFairway Intersection of streets TerreView and Fairway 
Vogel University building 
Walmart Grocery store 
SRC University building 
ValleyStadium Intersection of streets Valley and Stadium 
CUB University building 
Safeway Grocery store 
Merman Valley Intersection of streets Merman and Valley 
SEL Place of work, engineering firm 
Highschool Pullman High School 

 

Socio-demographic data are often used when bus ridership trends are analyzed. For 

instance, population density near a stop is believed to have a direct relationship with ridership. 

Most socio-demographic variables used in this analysis came from the U.S. Census Bureau 

American Community Survey. A total of 12 types of Census data were used in this analysis to 

describe different characteristics of each respective block group. The rationale for the inclusion 

of these variables is in the literature review, but they were broadly thought to have a relationship 

with ridership. From this selection other characteristics were created to explore each block group 

further. For example, the count of unemployed people divided by the labor force yielded the 

unemployment rate for each block group. Employment characteristics are thought to be 

especially important for predicting ridership, given that public transport serves as a means of 

commuting. Additional data that described the number of jobs at the block group level came 



 

9 

from the U.S. Census Bureau at Longitudinal Employer Household Dynamics (LEHD) web 

page. These data were enumerated by the 2010 census block. 

To control for the effects of the natural and built environments on ridership at each bus 

stop, three different data sources were utilized. Walkability and bike-ability are important factors 

when mode of transport is considered. Those factors include the presence of sidewalks, bike 

lanes, and the distance and density of nearby amenities or locations of interest. The WalkScore 

index, developed by a private company of the same name, provides a number from 0 to 100 for 

any address summarizing these factors. For each bus stop, WalkScore and BikeScore numbers 

were obtained through the company’s API. Another feature at each stop is seating and shelter. 

These variables were provided by PT, and they are thought to be positively associated with 

ridership. Another type of environmental variable considered in this analysis was weather. 

Weather data were gathered from the National Oceanic and Atmospheric Administration and 

included hourly precipitation, wind speed, daily snow, and daily snow depth. The last set of 

environmental data considered included counts of types of places near the bus stops. The Google 

Maps API was utilized to count the number of cafes, grocery stores, etc. within 1/8-, 1/4-, and 

1/2-mile radiuses around each stop. Table 3-2 details which places were used. 

 

Table 3-2 Ridership and Socio-Economic Variables 

Variable Measurement Description 
rid Stop Sum of boardings and alightings 
income Census block Average income 
population Census block Total population 
incomePovertyRatio Census block Income to poverty ratio 
degreePopOver25 Census block Number of people with a degree above age 25 
enrolledOver3 Census block Number of people enrolled in school above age 3 
ownerNoVehicle Census block Number of homeowners without a vehicle 
renterNoVehicle Census block Number of renters without a vehicle 
owner Census block Number of homeowners 
renter Census block Number of renters 
employed Census block Number of employed (place of residence) 
unemployed Census block Number of unemployed 
labor_frc Census block Employed + Unemployed/Population 
med_age Census block Median age 
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Variable Measurement Description 
med_house_val Census block Median house value 
n_jobs Census block Number of employed people (workplace) 
n_jobs\textless{}29 Census block Number of employed people under age 29 
n_jobs30_54 Census block Number of employed people between 30 and 54 
n_jobs\textgreater{}55 Census block Number of employed people over age 55 
walkscore Stop Walkability 
bikescore Stop Bike-ability 
stopRouteVehicleFreq Stop Number of times bus services bus stop by day 
stopRouteFreq Stop Number of time route services bus stop by day 
stopFreq Stop Number of busses servicing bus stop by day 
Shelter Stop 1 if shelter, else 0 
Simme Seat Stop 1 if seat, else 0 
gas_cpi U.S. City avg Gas Consumer Price Index 
gas_pct_diff U.S. City avg Month over month percent change in gas_cpi 
daily_snowfall City Weather station Daily snowfall (Inches) 
daily_snowdepth City Weather station Daily snow depth (Inches) 
DailyDryBulbTemperature City Weather station Daily temperature (Fahrenheit) 
DailyPrecipitation City Weather station Daily precipitation (Inches) 
DailyWindSpeed City Weather station Daily Windspeed (MPH) 
Month Time Month of observation 
Week Time Week of observation 
DOY Time Day of year 
DOW_num Time Day of week number (0 – M, 4 – F) 
DOM Time Day of month 

 

The objective of this analysis was to estimate a predictive transit demand model to 1) 

better understand network characteristics that affect transit demand (wait time, headway time, 

stop proximity, etc.) and 2) provide an endogenous demand model for use in transit network 

optimization. 

Before the machine learning models were developed, it was necessary to understand the 

models used and their benefits. There are three major types of algorithms: supervised learning, 

reinforcement learning, and unsupervised learning. Supervised learning models are used where 

the variables are labeled and can be predicted in regression or classification problems, given 

another set of variables. Unsupervised learning models are more useful when data are unlabeled 

and the model can self-discover any naturally occurring patterns. Reinforcement learning 
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methods assign positive values to the desired attributes to encourage the model and assign 

negative values to undesired attributes (Ray 2017). Before a model is chosen, one must consider 

the objective of the study, the nature of the data being used, and the desired accuracy of the 

model. The objective of this study was to predict ridership, so the appropriate analysis for this 

paper was a supervised regression algorithm because the target variable, ridership, was known. 

To test accuracy and avoid overfitting, data were split into testing and training sets. A 

problem can occur when a model is trained heavily on the data of a training set, causing it to 

achieve excellent in-sample prediction but poor out-of-sample prediction. It is imperative that 

predictive models perform well for both in-sample and out-of-sample predictions. 

To help improve prediction accuracy, many feature transformations were applied to the 

census data. These transformations resulted in a more complex and likely more predictive model, 

but they also increased the potential for overfitting. One method used to combat overfitting is 

called regularization. The regularization model used in this study was called the “least absolute 

shrinkage and selection operator” or LASSO (Tibshirani 1996). LASSO, or L1, regularization 

works by applying a penalty function to a model’s loss term. This has the effect of reducing the 

coefficients of non-important variables to zero, leading to a simpler model. 

To tune hyperparameters, a Bayes search with cross-validation was used. In cross-

validation, several splits or “folds” are made on the data; the model is run on each fold, and then 

an average of the folds is taken to obtain an overall error estimate. Briefly, a Bayes search finds 

the minimum to an objective function in a large problem-space. In this case, the objective was to 

arrive at the best model output given the variables included, so it randomly tried different 

combinations and returned the combination with the greatest validation score. The validation 

score used was mean absolute error, which was obtained by comparing predicted and actual 

estimates within the training set. Grouping was used to prevent the same set of stops from being 

used in each of the folds, which might bias the estimates toward a particular set of stops. These 

steps make up the foundation for machine learning models to be fitted to the data. 

Decision-tree (DT) and random forest (RF) algorithms were used in this analysis. Tree-

based methods involve segmenting the predictor space into a number of simple regions 

(Venables and Ripley 1999). The motivation for using regression trees is that they are easily 

interpretable while they also vastly improve prediction accuracy. DTs work by taking each 

observation and partitioning an explanatory variable into different subsets. In the example in 
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Figure 3-4, the decision tree first splits on income and predicts that ridership will equal 11 for 

observations where income is less than $50,000. Then, another split is made for when the day of 

the week is Monday. The prediction here finds observations on Monday in block groups that 

have more than $50,000 income, and a prediction is generated given these two conditions. This 

process goes on until a stopping criterion, such as minimum number of observations per leaf or 

maximum depth of the tree, is met. 

 

Figure 3-4 Decision Tree  

Finally, the DT stops growing when a leaf or branch node has less than a minimum 

number of observations, or a maximum depth has been reached. Setting the minimum number of 

observations required at a leaf node or setting the maximum depth of the tree are necessary to 

avoid overfitting the model. This process is called hyperparameter tuning, and in this model, it 

was performed by defining a set of values for the Bayes search algorithm to search over. After 

running hundreds of times, the model will have tried many different combinations for parameters 

such as maximum depth, and it outputs the best parameters to use when testing for out-of-sample 

predictions. A final model with exact hyperparameters is selected when training and testing 

accuracy are roughly equivalent. 

The RF model is a bagging method that utilizes the aggregation of several decision trees 

to make a final prediction (Breiman 2001). Bagging is short for “bootstrap aggregation,” and it 
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works by randomly sampling from the training data with replacement, which further prevents 

overfitting. RF is a meta-estimator, meaning it simply uses the process of creating DTs but 

aggregates the predictions of each one. However, an additional feature of the RF model that 

makes it distinct is that it limits the number of features that can be split at each node to some 

percentage of the total. This hyperparameter ensures that no one feature is relied on too heavily. 
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CHAPTER 4. FINDINGS 

To assess each model, it was necessary to evaluate its in-sample and out-of-sample 

predictive accuracy. Accuracy was measured in two ways: pseudo-R2 and root mean squared 

error (RMSE). A pseudo R-squared is useful only when it is compared to another pseudo R-

squared predicting the same outcome with the same data. A higher value for pseudo R-squared 

indicated better prediction of ridership. RMSE is another useful tool for examining predictive 

power. It is defined as the square root of the squared difference between observed and predicted 

values. 

After the decision tree had been tuned by allowing a Bayes search cross-validation to 

search over hundreds of possible hyperparameters, its predictive performance was found to be 

better than that of the Poisson model. However, to quote from Elements of Statistical Learning, 

“Trees have one aspect that prevents them from being the ideal tool for predictive learning, 

namely inaccuracy” (Hastie et al. 2009). In other words, the in-sample accuracy was much better, 

but the DT proved to not be as flexible out-of-sample, with a pseudo R-squared of .31 and an 

RMSE of 42.87. This coefficient for RMSE means that where ridership was predicted, it was off 

on average by 42.87 riders at a stop. 

 
Table 4-1 In-Sample Prediction Performance 

Accuracy Decision Tree Random Forest 
RMSE 23.12 22.39 
Pseudo R2 0.72 0.73 

 

Table 4-2 Out-of-Sample Prediction Performance 

Accuracy Decision Tree Random Forest 
RMSE 42.87 37.63 
Pseudo R2 .31 .47 

 

SHAP values, an acronym for Shapley Additive Explanations, help break down a 

prediction to show the impact of each feature (Figure 4-1). For machine learning models like 

DTs and RF, this is useful because the depth of a tree can make it hard to interpret which features 

have the greatest impact on prediction. SHAP values interpret the impact of having a chosen 

value for a given feature in comparison to the prediction made if that feature was some baseline 
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value. The top features used for prediction in the RF model were busTimeAftDestSafeway and 

renterNoVehicle. The first variable captured the time for a bus to reach the local Safeway 

supermarket, while renterNoVehicle described the number of renters in a block group that did 

not own a vehicle. 

 

Figure 4-1 SHAP (Shapley Additive Explanations) Values  
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CHAPTER 5. CONCLUSIONS 

Public transit plays a crucial role in reducing the externalities associated with automobile 

use such as pollution, congestion, and traffic accidents. Encouraging bus ridership is especially 

important because other modes of public transport have large startup costs and require greater 

population density, making small towns infeasible locations for them.  

In this project predictive models were developed to serve as the foundation of a decision 

support tool to help local transit authorities make better transit service decisions. From this 

analysis it was clear that machine learning is a viable approach for ridership prediction when 

complex datasets make estimation difficult. The random forest algorithm was demonstrated to be 

most effective at out-of-sample predictive accuracy in comparison to the alternatives. However, 

the algorithms did not produce high enough predictive accuracy to be useful in the context of a 

decision support tool. Alternative levels of aggregation and other methods for prediction have 

proved to be more effective in terms of predictive accuracy (Li 2020; Dill et al. 2013; Frei and 

Mahmassani 2013; Taylor et al. 2009). 
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